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Abstract

The AFRL/Cornell Information Assurance Institute supported a

broad spectrum of research aimed at developing a science and technol-
ogy base to enhance information assurance and networked information
systems trustworthiness-system and network security, reliability, and
assurance. Moreover, the institute also fostered closer collaborations

between Cornell and AFRL researchers, as well as facilitating technol-
ogy transfer and exposing Cornell researchers to problems facing the
Air Force.
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1 Introduction

The AFRL/Cornell Information Assurance Institute (IAI) supported a broad

spectrum of research and educational activities intended to enhance informa-
tion assurance and networked information systems trustworthiness: system

and network security, reliability, and assurance. IAI also fostered collabora-
tions involving Cornell and AFRL researchers, with

* AFRL researchers able to participate in Cornell research projects, fa-
cilitating technology transfer as well as exposing Cornell researchers
to problems facing the Air Force, and

9 Cornell researchers able to become involved in AFRL projects and
have access to unique AFRL facilities.

The research efforts encompassed two broad categories.

(1) Research to develop a science base for anticipated Air Force problems.
Much of this work was inspired by and had clear relevance to the Air
Force Joint Battlespace Infosphere (JBI).

(2) Research focused on problems identified by AFRL/Rome researchers.
Each of these efforts typically involved collaboration with AFRL/Rome
personnel.

A summary of the specific research undertaken appears below, in the next
section; publications produced by IAI supported researchers appear after

that. Figure 1 lists those researchers at Cornell (along with their specializa-
tions) whose work has been supported, in part, by IAI.

2 Summary of Research Accomplishments

2.1 Research to Expand the Science Base

Ken Birman. Birman and collaborators (Robbert van Renesse and Werner

Vogels) pursued a three-pronged approach to developing a science base and
technology for supporting large-scale reliable distributed systems. First, so-
lutions to core problems were devised and shown correct. Next, those core

solutions were embedded into widely used technology bases (such as the
emerging Web Services architecture) so that practitioners and commercial
users could see how the solutions fit into product lines and market visions.
And finally, the solutions were tuned to offer performance competitive with
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Kenneth Birman: Distributed computing.

Richard Caruana: Machine learning.

Robert L. Constable: Applied logic and software assurance.

Alan Demers: Database systems and database replication.

Paul Francis: Networking.

Johannes Gehrke: Database systems and data mining.

Joseph Y. Halpern: Reasoning about knowledge and uncertainty.

Jon Kleinberg: Algorithms and networks.

Dexter Kozen: Program logics and semantics.

J. Gregory Morrisett: Programming languages and security.

Andrew Myers: Programming languages and security.

Robbert Van Renesse: Distributed computing.

Radu Rugina: Program analysis.

Fred. B. Schneider: Trustworthy systems.

Emin Gun Sirer: Distributed computing.

Jayavel Shanmugasundaram: Database systems and data mining.

Figure 1: IAI Staff and Research Interests
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or superior to that available in extant products. The mixture of performance
and robustness increases the chances that the artifacts will win general ac-
ceptance, and the underlying theory and fundamental contributions of the
work impact broad practice in the field.

Specifically, the group explored epidemic algorithms and peer-to-peer
communication patterns to offer strong reliability properties and, at the
same time, exhibit a degree of scalability missing from prior approaches.
The vehicles for those investigations included the following.

" Astrolabe is a scalable monitoring and management framework for dis-
tributed systems settings.

" Kelips is a wide-area indexing scheme (0(1) lookups), that has been

shown extremely robust against churn (a common form of denial of
service attack).

* Pbacast is a new approach to reliable broadcast that offers probabilis-
tic guarantees, has extremely low latency, is suitable for large-scale

systems, and is quite robust.

* QuickSilver is a distributed computing platform for supporting high

performance applications in which information replication is a central
requirement (with or without additional requirements such as time-

criticality, security, etc).

" Ricochet and Plato-respectively, a new time-critical multicast proto-
col and an ordering protocol-form the basis for the Tempest work-
bench that can be used to transform service oriented systems into
clustered, scalable, robust versions.

* Fireflies is a scheme for building overlay networks in which nodes coop-
erate, peer-to-peer style, to ensure a high quality of video or other me-
dia delivery in a scalable manner despite internal and external attacks,
including scenarios such as performance faults and outright Byzantine
failures where nodes collaborate to disrupt the overlay.

This work is especially well suited for Air Force scenarios, such as those
being considered for the Joint Battlespace Infosphere effort, where data is
replicated because sensors need to report events to large numbers of clients
that use the data to update tactical displays, formulate appropriate strate-
gies, coordinate actions with coalition partners, or otherwise plan and act
in reliable, trustworthy ways.
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Experimental evaluation of these artifacts was undertaken using using a

250 node cluster (obtained under DURIP funding through AFOSR), Plan-
etLab, and other experimental resources.

Rich Caruana. Caruana works in the area of machine learning. Perhaps
his most significant accomplishment under the auspices of IAI funding was

a large-scale empirical comparison of ten learning methods: SVMs, neu-
ral nets, logistic regression, naive bayes, memory-based learning, random
forests, decision trees, bagged trees, boosted trees, and boosted stumps.
The methods were evaluated on eight binary classification problems using

nine different performance criteria: accuracy, squared error, cross-entropy,
ROC Area, F-score, precision/recall break-even point, average precision, lift,

and calibration. This is likely the largest empirical comparison of learning
methods ever performed.

Some of the results are surprising. For example, while SVMs have ex-
cellent performance, their performance is not significantly better than other

methods such as neural nets. Although neural nets and SVMs have excel-
lent performance, tree ensemble methods such as boosted trees and random

forests yield better results on metrics such as accuracy and AUC. However,
when it comes to predicting probabilities, the best methods are neural nets

and bagged decision trees. Interestingly, maximum-margin methods such
as boosted trees and SVMs do not predict good probabilities even if their
objective function is changed to log-loss.

No single learning method dominates the others. Each learning method,
including simpler methods such as decision trees, naive bayes, and logistic
regression, yields the best performance on at least one problem and evalu-

ation metric. So it seems reasonable to conclude that no one (or even few)

learning methods are yet able to do it all, and it still is important to consider

the full portfolio of methods when the best performance is required.

Two methods for correcting the biased probabilities predicted by some
learning methods-platt scaling and isotonic regression-were also exam-

ined. This involved measuring the kinds of distortions these calibration

methods are most suitable for and also measuring how much data each
method needs to be effective. The results suggest that after calibration with

either of these methods, boosted trees, random forests, and SVMs predict
the best probabilities, whereas neural nets and bagged trees predict the best

probabilities prior to calibration. The results also show that Isotonic Re-
gression requires more data than Platt Scaling to perform well, but yields

better probabilities when more data is available. Platt Scaling outperforms
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Isotonic Regression only when data is scarce.
This research also brought another surprise. As expected, different types

of decision trees (e.g., CART, C4.5, ID3, Bayesian trees, Laplacian smoothed
trees, ...) have significantly different performance on different problems and
for different metrics. After bagging, however, the performance of all tree
types is virtually identical, with the one exception that trees that prune
heavily (e.g., CART trees) yield inferior performance after bagging because
they introduce unwanted bias in order to improve variance, and bagging is
able to reduce variance but not eliminate bias. Additional experiments will
establish whether the same results apply for boosting.

Finally, a new unsupervised method for clustering, called Meta Cluster-
ing, was developed. Unlike supervised learning, unsupervised clustering is
an ill-defined problem. In supervised learning, the availability of training

targets allows one to define crisp performance criteria, such as accuracy and
squared error. In clustering, these target labels are not available. This makes

distinguishing between good and poor clusterings more difficult. Moreover,
the utility of a clustering depends on how the clustering will be used, not
on how well it predicts a pro-specified set of target labels.

Because it is difficult for users to examine even a single clustering, it
is not feasible for users to examine many alternate clusterings to find the

one that is most useful for their purposes. Instead, Meta Clustering clus-
ters the diverse set of clusterings at a meta level so that similar clusterings
are grouped together. The user is then presented with a very small set of
qualitatively different clusterings from which to select, each representing the
consensus of a meta clustering.

Robert Constable. Support for Constable's research led to further devel-
opment and application of the Logic of Events. This is a very high level spec-
ification language for distributed computing tasks framed in computational
type theory (CTT) and implemented in the Nuprl Logical Programming
Environment. The distributed programs of this theory are called Message
Automata (MA), and they are similar in some regards to the 10 Automata
of Lynch.

A collaboration with ATC-NY corporation produced a translator from
Message Automata to Java, but a considerable part of the effort has been

focused on security and, in particular, on pieces needed to verify the APSS
asynchronous proactive secret sharing protocol. The APSS challenge prob-
lem led, for example, to including in computational type theory an account
of randomness that has proven valuable both in specifying security proper-
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ties and in consensus protocols as well.
In order to specify APSS in a natural way, a flexible distributed state

machine capability had to be implemented. In advance of writing articles on
topics such as randomness, secret sharing, and distributed state machines,
these ideas were tested through formalization and application inside Nuprl.
Experiments and small applications then led to improvements. The formal
theory consists of over 3K objects (definitions, theorems, and specialized
tactics). This is the equivalent of writing five completely formal books on
the topic, each over six hundred pages long; it is posted on the Web.

Key concepts were also developed to make NuPRL practical for working
on larger, more complex problems. These included:

" Abstract Interfaces and Components. DARPA's SAPIENT program is
focused on intelligent adaptive middleware and, as part of this project,
Robbert van Renesse designed a protocol for switching between differ-
ent FIFO services. Rather than use out of band messages, the switch-

ing protocol makes use of the FIFO services it is switching between.
Specification and verification of this switch led to the discovery of a
very useful concept: an abstract interface. Using this concept, spec-
ifications of components can be written as constraints between input
and output interfaces. And a general result has been proved that au-

tomates generation of code to forward data from one abstract interface
to another, making code generation possible from a much higher level
of abstraction than previously.

" Logical Atoms, Security, and Randomized Algorithms. Logical atoms

can be used to model idealized versions of cryptographic systems. In
order to have a theory of logical atoms, sound rules for the concept of
independence had to be found-that is, rules for proving that an object
x is independent of an atom a, which intuitively means that x does not

contain atom a in any way. A by-product of developing this theory is
a theory of independent random sequences, which in turn provides a
formal basis for verifying algorithms that use randomization.

Alan Demers. Demers works on data replication, data stream process-

ing and randomized gossip protocols. With Gehrke, Riedewald, and White
he developed efficient query evaluation and multi-query optimization tech-
niques for extensions of publish-subscribe systems. These extensions in-
cluded stateful (parameterized) composite events and aggregation, both

point-in-time and over temporal sequences. The techniques are based on
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nondeterministic finite automata with data buffering and can be integrated
with automata-based methods for (non-parameterized) XML filtering. The
group also studied the formal underpinnings of such systems, developing an
algebra of events that can describe parameterization, as well as temporal
and spatial aggregation.

With Allavena and others, Demers investigated so-called gossip protocols
for scalability and fault tolerance. In a gossip protocol, each node forwards
messages to a small set of gossip partners chosen at random from the entire
group membership. By discarding the strong reliability guarantees of tra-
ditional protocols in favor of probabilistic guarantees, gossip protocols can
deliver greater scalability and fault tolerance. In early gossip algorithms,
partners were chosen uniformly at random from the entire membership,
limiting scalability because of the resources required to store and maintain
complete membership views at each node. Later protocols avoided this issue
by storing much smaller random subsets of the membership at each node,
choosing gossip partners only from these local views. Such protocols are
subtle: at least some local views must change in response to group member-
ship changes in order to preserve connectivity and performance guarantees.
While these protocols have been the subject of much simulation and analysis,
Demers developed formal proofs of their properties-in particular, results
for estimating the probability of partitioning.

Paul Francis. Francis is interested in computer networking and focuses
on the network layer and overlay networking. He worked on Internet rout-
ing (BGP) scalability and stability, new architectures for DDoS and worm
protection, and overlay approaches for providing IP anycast and multicast.

The lack of scalability and resulting questionable stability of the Inter-
net's core routing protocol, BGP, has been a problem for years. Francis'
approach to this problem is to minimize and focus the role played by BGP,
making it easier to shift part of the routing problem from a hard task (a
distributed route calculation) to a simple task (distributing a flat table).
Specifically, in this new approach, BGP is used primarily to compute routes
to major ISP POPs. Each POP is then responsible for knowing how to
reach local destinations. Francis and graduate student Joy Zhang developed
a simulation that tests the approach using an accurate map of the Tier-
1 Internet topology. The simulation demonstrated that the size of BGP's
computation could be reduced from nearly 200,000 entries to around 700.
Further, it confirmed a reduction in the size of the total router forwarding
table by an order of magnitude with less than 1% penalty in overall path
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length.
Another issue Francis studied was DDoS attacks and worms. Here, he

developed a solution in which special firewall-like boxes (called firebreaks),
deployed more towards the core of the network, directly exchange IP packets
with end hosts, and end hosts wishing to exchange packets must transmit
the packets through these firebreaks. An IP addressing mode called IP
anycast is used to route packets through a firebreak near the source host
transparently to the source host. When a target host detects that it is un-
der attack, the host instructs the appropriate firebreaks to take appropriate
defensive measures, such as fair queuing based on end-host address. Like-
wise, when the firebreak system itself detects a spreading worm, it initiates

appropriate defensive measures, such as dropping packets that match the
worm signature.

IP anycast is a form of IP addressing and routing whereby multiple,
geographically disperse endhosts share the same IP address. In collaboration
with graduate student Hitesh Ballani, Francis designed and implemented an
architecture, called PIAS (Proxy IP Anycast Service), for a simpler and
more scalable IP anycast deployment. Through simulations, they showed

that PIAS exhibits good stretch characteristics and scales well to group size
and dynamics. In addition, Francis and Ballani did a measurement study of
IP anycasted DNS root servers and showed that affinity (the ability for IP
routing to select the same IP anycast destination over time) is quite good,
reversing a decade-long held assumption to the contrary.

Francis also developed ChunkySpread, which uses random graph creation
and simple localized tit-for-tat load-balancing rules to give end hosts fine-

grained control over load while still allowing virtually limitless scalability
by the number of participants. The result is an attractive alternative to
End-System Multicast and to the more-traditional IP multicast protocols.

Johannes Gehrke. Gehrke is interested in data mining, and over the
past two years his IAI-funded research has focused on three problem areas:
constraints, privacy, and data stream change detection. The work in each
of these areas has both a theoritical and practical components.

Constraints. Gehrke has produced algorithms that mine large datasets
based on the subset of patterns that interest a user, and these algorithms
exhibit orders of magnitude improvements in running time. The algorithms

provide a unified view of data mining for constrained itemsets and, therefore,
they province a recipe for extending many extant algorithms to accommo-
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date constraints.

Privacy. Gehrke introduced a new notion of privacy breeches and a
methodology (called amplification) for limiting those breaches. Unlike pre-
vious work, privacy breaches can be bounded by using amplification-even
in the absence of knowledge about the original data's distribution.

A second area of investigation concerned data sharing, which can be
broadly classified into internal data sharing and external data sharing. With
internal data sharing, data is shared by users within an organization that

controls access to the data; one major concern is ensuring data integrity
as the data is updated. In external data sharing (also known as the data
publishing), data is made publicly available for research or is shared with
third parties for collaborative efforts; one major concern here is maintaining
data privacy while at the same time permitting having the published data
be accurate enough to detect trends or patterns in the data.

9 For internal data sharing, Gehrke developed a method for verifying the
integrity of a database that is delegated to a third-party. This database

is shared between several users. As the third party may be susceptible
to attacks, the query results it returns might be incorrect, and the
data is susceptible to malicious modifications. Gehrke's techniques
use a relational representation of Merkle trees and communication of
signatures at transaction commit time in order to prove to users that
their query results are complete and authentic.

* For external data sharing, in recent years a new definition of privacy
called k-anonymity has gained popularity. Gehrke showed with two
simple attacks that a k-anonymized dataset has some subtle, but se-
vere, privacy problems. This led Gehrke to propose a novel powerful
privacy definition called i-diversity. In addition to building a formal
foundation for i-diversity, experimental evaluations have demonstrated
that i-diversity is practical and can be implemented efficiently.

Change detection in data streams. This problem is increasingly
important as data from sensors is used in decision making applications.
Gehrke developed techniques that provide guarantees on the statistical sig-
nificance of detected changes. These methods also allow for a meaningful
description and principled quantification of those changes. The methods
are completely non-parametric; they require no prior assumptions on the
nature of the distribution that generates the data (except that points in the
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stream of generated independently). In addition, the methods work for both
continuous and discrete data.

Joseph Y. Halpern. Halpern works on theoretical aspects of system se-
curity. Perhaps his most significant IAI-funded work has been the devel-

opment of a logic (jointly with graduate student Victoria Weissman) and
its embodiment as the Lithium language for reasoning about authorization
policies. Such an authorization policy describes conditions under which an
action is permitted or forbidden. Halpern and Weissman showed that a frag-
ment of (multi-sorted) first-order logic can be used to represent and reason
about policies. The use of first-order logic guarantees that policies have a
clear syntax and semantics. Further restricting the fragment results in a
language that is still quite expressive yet is also tractable. Questions about
entailment, such as 'May Alice access the file?', can be answered in time
that is a low-order polynomial (indeed, almost linear in some cases), as can
questions about the consistency of policy sets. The Lithium language not
only instantiates this theoretical policy work but it has been adopted by
ARL for compliance checking on the MLWeb project.

Halpern also made progress (jointly with Ph.D. student Kevin O'Neill)
on developing secrecy requirements for multiagent systems. Specifically,
they developed a new, modal-logic based definition of secrecy that can han-
dle probabilistic secrecy in a clean way and that suggests generalizations of
secrecy that may be useful for dealing with resource-bounded reasoning and
with issues such as downgrading of information.

Finally, Halpern made significant progress in understanding the nature
of robust and resilient multiparty computation. In multiparty computation,
each player i is given some private value xi and wants to compute some func-
tion f(xl,..., x.) of these private values, without revealing the individual
private values themselves. There are well-known protocols for doing this in
the cryptography literature, but these protocols assume that no more than
one third of the players are "bad" and that the remaining players follow the
protocol. But Halpern, visitor Danny Dolev and his student Ittai Abraham,
were able to show this computation can be performed without assuming
players are "good" and "bad"-it suffices to assume that they have prefer-

ences such as to get the function value over not getting it or that others not
get the value. With preferences, multiparty computation can be performed
despite coalitions of size up to some fixed k with up to t players who behave
unpredictably (perhaps irrationally), as long as 2t + k < n holds, where n
is the total number of players. This protocol requires cryptographic tech-
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niques. A similar protocol exists that does not use cryptography, although
it requires that 3t + 2k < n hold. Moreover, these results have been proved
optimal.

Jon Kleinberg. Kleinberg has been focusing on algorithms and models for
complex networks, and on techniques for mining the information content of
these networks. Two particular areas of interest are the temporal dynamics
of information networks and the power of randomized probing algorithms to
infer network properties.

" With Aizen, Huttenlocher, and Novak, Kleinberg used probabilistic
models to track the popularity of downloadable items at the Internet
Archive, which maintains a widely-used collection of freely available

digital media. Performing the analysis at this scale required new algo-
rithms for computing maximum-likelihood state sequences in hidden
Markov models; these algorithms were presented in joint work with
Felzenszwalb and Huttenlocher.

* With Sandler and Slivkins, Kleinberg developed new algorithms for de-
tecting attacks on a network that leave it disconnected; the approach
uses a small set of random probes and provides guarantees on the
probability of misdetection. These results were extended in joint work
with AFRL's Warren Debany to provide estimates, again with prov-

able guarantees, on the full set of nodes rendered unreachable by such
attacks. And in subsequent work with Slivkins and Wexler, Kleinberg
considered an analogous problem for round-trip latencies in a network:
using a small set of random probes, it is possible to reconstruct most
pairwise latencies with small error. This provides the first step to-
wards a theoretical explanation for the success of algorithms such as
IDMaps (Francis et al.) and GNP (Ng and Zhang) that are used to
infer latencies on the Internet.

" In work with Elliot Anshelevich, Anirban Dasgupta, Eva Tardos, Tom

Wexler, and Tim Roughgarden, Kleinberg considered a model of self-
interested agents who want to form a network connecting certain end-
points. The set of stable solutions-the Nash equilibria-may look
quite different from the centrally enforced optimum. This work stud-
ied the quality of the best Nash equilibrium and refers to the ratio of

its cost to the optimum network cost as the price of stability. The best
Nash equilibrium solution has a natural meaning of stability in this
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context-it is the optimal solution that can be proposed from which
no user will defect.

In studying complex, large-scale social networks, it is important to an-
alyze and accurately model the structure of the groups and communities
embedded in them. The processes by which communities come together,
attract new members, and develop over time is a central research issue in
the social sciences-political movements, professional organizations, and re-
ligious denominations all provide examples of such communities. In the
digital domain, on-line groups are becoming increasingly prominent due to
the growth of community and social networking sites, such as MySpace and
LiveJournal. However, the challenge of collecting and analyzing large-scale
time-resolved data on social groups and communities has left most basic

questions about the evolution of such groups largely unresolved.
In joint work with Lars Backstrom, Dan Huttenlocher, and Xiangyang

Lan, Kleinberg investigated these questions using two large sources of data:
friendship links and community membership on LiveJournal and co-authorship
and conference publications in DBLP. They studied how the evolution of
these communities relates to properties, such as the structure of the un-
derlying social networks, and found the propensity of individuals to join

communities and of communities to grow rapidly depends in subtle ways on
the underlying network structure.

When monitoring spatial phenomena with wireless sensor networks, se-
lecting the best sensor placements is a fundamental task. Not only should
the sensors be informative, but they should also be able to communicate ef-
ficiently. In joint work with Andreas Krause, Carlos Guestrin, and Anupam
Gupta, Kleinberg developed a data-driven approach that addresses three
central aspects of this problem: measuring the predictive quality of a set
of sensor locations (regardless of whether sensors are placed at these loca-
tions), predicting the communication cost involved with these placements,
and designing an algorithm with provable quality guarantees that optimizes
the tradeoff between quality and communication cost. Specifically, the ap-
proach uses data from a pilot deployment to build non-parametric probabilis-
tic models called Gaussian Processes (GPs) both for the spatial phenomena

of interest and for the spatial variability of link qualities, enabling the esti-
mation of predictive power and communication cost of unsensed locations.
The work, which received the Best Paper Award at the 2006 Conference
on Information Processing in Sensor Networks (IPSN 2006), provides both
provable theoretical guarantees as well as extensive experimental validation
on several real-world placement problems, using a complete system imple-
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mentation on 46 Tmote Sky motes, demonstrating significant advantages
over existing methods.

Dexter Kozen. Kozen has been involved in the development of two tools
for implementing high assurance software systems.

* The BootSafe system applies language-based techniques to ensure boot-
time device drivers for plugin components do not contain malicious
code.

e AESOP is a system for static analysis and runtime monitoring of un-
trusted software modules, such as commercial off-the-shelf (COTS)
components, software from foreign sources, and web downloads. The
main uses of AESOP are in combating malicious code (Trojan horses,
spyware), enforcement of security policies, auditing of critical opera-
tions, behavior and performance profiling, and experimental applica-
tion of heuristics for identifying malicious code.

In addition, Kozen pursued some more theoretical investigations involv-
ing Kleene algebra and its application to static analysis of programs. Kleene

algebra with tests (KAT) is an algebraic system for program specification and
verification that combines Kleene algebra, or the algebra of regular expres-
sions, with Boolean algebra. It has been applied successfully in substan-
tial verification tasks involving communication protocols, source-to-source
program transformation, concurrency control, compiler optimization, and
dataflow analysis.

With PhD student Kamal Aboul-Hosn, Kozen developed KAT-ML, an
interactive theorem prover for KAT. The system is designed to support a
natural style of equational reasoning. Source code and executable images for
various platforms are publicly available. By focusing exclusively on KAT,
it is possible to exploit the special features of the algebra to support a
natural human-centered style of reasoning. For example, associativity is
built in, and there are many other built-in heuristics and tactics particular
to KAT. KAT-ML has been used to verify formally several known results in
the literature, including the KAT translation of the Hoare partial correctness
rules, a verification problem involving a Windows device driver, and an
intricate scheme equivalence problem of Patterson that was previously only
done by brute-force cut-and-paste on the flow graph. As the user applies
proof rules, the system constructs an independently verifiable proof object,
which would be useful in proof carrying code applications.
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Greg Morrisett. Cyclone, developed by Morrisett and his graduate stu-
dents, is a type-safe programming language based on C. It is a step towards
the goal of providing language-based support to make legacy C code more
secure. The type system of Cyclone accepts many C functions without
change and uses the same data representations and calling conventions as
C for a given type constructor. The Cyclone type system also rejects many
C programs to ensure safety. For instance, it rejects programs that per-
form (potentially) unsafe casts, that use unions of incompatible types, that
(might) fail to initialize a location before using it, that use certain forms of
pointer arithmetic, or that attempt to do certain forms of memory manage-
ment.

A semi-automatic tool was developed that can be used to automate the
translation of legacy C programs to Cyclone. Programmers must touch
about 10% of the code when porting from C to Cyclone, with most of the
changes concerned with choosing pointer representations and only a very few
changes that involve region annotations (around 0.6 % of the total changes).

In addition, to reduce Cyclone performance overheads associated with
dynamic checks, a sophisticated intra-procedural analysis, which eliminates
those checks, was also developed. A simple matrix-multiply now runs as fast
as C code, where before it was taking over 5x as long.

Finally, new typing mechanisms were introduced to Cyclone in order to
support a wider range of safe memory management options. Programmers
had been restricted to using only garbage collection, stack allocation, or lim-
ited forms of region allocation, all of which could adversely affect time and

space requirements, but support for dynamic region allocation, unique point-
ers, and reference-counted objects are now included. These mechanisms
let programmers control memory management overheads without sacrific-
ing safety. For instance, the throughput of the MediaNet streaming media
server improved by up to 42% with decreased memory requirements from
8MB to a few kilobytes by virtue of these new features.

Andrew C. Myers. Myers' group explored the use of explicit informa-
tion flow policies to build secure systems that enforce the confidentiality
and integrity of information. This work is done in the context of the Jif
programming language and compiler. Jif allows programmers to annotate
programs with expressive security policies that are enforced at compile time.

There have been three areas of substantial progress. First, a new frame-
work for building web applications in the Jif language has been prototyped.
Second, prototype applications have been implemented using this frame-
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work. Third, a theory of decentralized robustness has been developed as a

way to describe how to use downgrading so that only intentional information
release occurs.

Secure servIet framework. The group implemented a prototype frame-
work for building web applications using the Jif programming language. In
program source code, information is labeled with explicit annotations that

define expressive, fine-grained policies for the confidentiality and integrity
of that information, controlling to whom the information can be released,
and who can affect the information. This security policy information for
integrity and confidentiality can be computed at either compile time or run

time, making it possible to make decisions (either in the program or under
user control) based on the actual provenance of information.

With this software framework, called the Jif Servlet Framework (JSF),
it is possible to implement a wide variety of web applications with much

stronger assurance of confidentiality and integrity than is now possible. Ex-
plicit information security policies can be expressed either at compile time
by the application implementer or deployer, or even at run time, possibly by
the user. These information security policies can be visible to the user on
the web browser so they can evaluate both whether the information they are
viewing is trustworthy and whether the inputs they are entering will remain

confidential.
By enforcing strong integrity policies and by controlling the HTML code

produced by a web application, JSF protects against SQL injection attacks
and cross-site scripting attacks. However, this is simply a side effect of en-
forcing more general integrity policies that are expressive enough to protect

application users from each other, ensuring that a user's data is not modified
by or leaked to users whom he does not trust.

Information flow is controlled by a combination of compile-time and
run-time mechanisms. It is possible to inspect information at run time to
determine whether it is too sensitive to be leaked and whether it has been
tainted by sources that make it unsuitable for an intended use. Users of

the system can tell by inspecting displayed web pages how the information
they enter is used and how trustworthy the displayed information is. Be-
cause policies are attached to information as it propagates through the web

application, information security in JSF is end-to-end. By contrast, secure

operating systems control information flow only at coarse granularity and

do not track information flows across a distributed system, as is necessary
for web applications.
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Demonstration web applications. Two interesting demonstration
web applications have been developed using JSF: an email application spe-

cialized for cross-domain communication and a multi-user calendar system.
These are the most sophisticated programs built to date using language-
based information flow analysis, showing that the technique can be used
even in programs that interact with a dynamically changing external en-
vironment and that add new security principals and policies at run time.
Both applications allow users to define complex information security require-
ments, which are enforced by a combination of compile-time and run-time
mechanisms.

Jif language extensions. To implement JSF, some significant new
features were needed in the Jif programming language. The group has made
these features available in the public release of a new major version of the
language, Jif 3.0. Here, applications have the flexibility to implement their
own notion of security principal and to define application-specific mecha-
nisms for authorization and authentication. Jif 3.0 also improves Jif's abil-
ity to reason about dynamic security policies, letting applications express
and enforce dynamic security requirements.

JSF and Jif 3.0 provide a framework in which secure web applications
can be designed, implemented, and deployed. This framework is unique in

giving assurance prior to deployment that web applications enforce strong,
end-to-end confidentiality and integrity policies. The example applications
demonstrate that this is a practical way to construct high-assurance web
applications with complex security requirements.

Robust information flow. While Jif controls information flow and
therefore gives strong assurance that information flow respects confidential-
ity and integrity policies, type systems, like that in Jif, are designed to
enforce noninterference, a property that corresponds to zero information
flow. However, real systems need to selectively release confidential informa-

tion, and they need to selectively use untrustworthy information in trusted
contexts. Jif provides an explicit declassification operator that can release
information by relaxing confidentiality policies. As part of developing JSF,
an explicit endorse operator has been added to Jif, allowing boosting of in-

tegrity policies. These two downgrading mechanisms are essential for build-
ing interesting systems in Jif.

Recent work by Chong and Myers subsequently showed that robustness
can be practically implemented in the Jif language as part of the Jif type
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system. Efficient static checking by the Jif type checker enforces the ro-
bustness condition. Moreover, robustness is enforced from the viewpoint of
all users of the system, yielding a kind of decentralized robustness. This is
important, because Jif is intended for building systems where users do not
fully trust one another. Therefore, these users may disagree about what
security policies need to be enforced and about who the potential attackers
are. Not only is decentralized robustness now implemented in Jif, Myers'
group has proved that a type system like the one implemented in Jif does
enforce decentralized robustness.

Radu Rugina. Program analysis and compilation techniques were the
subject of Rugina's investigations-specifically, the use of program analysis
for memory optimizations and for the static detection of memory errors.

In connection with the Jreg project, Rugina's group developed a compi-
lation and run-time system that provides region-based memory management
for Java programs. Objects in this system are grouped together into regions,
and all of the objects in each region are reclaimed at once, using explicit
memory deallocation commands. Hence, the system doesn't require garbage
collection and is well-suited for applications with real-time constrains.

The system includes two components:

" Region compiler. Given an input program, the compiler uses novel
analyses and transformations to produce a semantically equivalent
output program with region commands. The compiler guarantees
memory safety and ensures that regions are deallocated as early as
possible. Special region instructions have been added to the standard
Java bytecodes, and the compilation system has been implemented as
a bytecode-to-bytecode translator.

" Region virtual machine. The Kaffe open-source virtual machine was
extended to support regions in two ways. First, the appropriate region
run-time has been added and the VM interpreter has been extended
to decode and execute region bytecode instructions. Second, a region
verification algorithm has been developed and included in the bytecode
verifier. Region bytecode verification ensures memory safety in the
presence of (untrusted) explicit memory deallocation.

In another project, Rugina's group developed a novel approach to shape
analysis, the analysis of heap-allocated linked structures. The analysis can
successfully determine that standard destructive operations on recursive
structures (such as insertions, deletions, rotations, or reversals) preserve the
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tree shape or the acyclic list shape of these structures. The analysis has also
been used in a tool aimed at finding memory errors in C programs. A few
dozen memory leaks have been found in popular utility programs. The tool
demonstrated that the analysis is efficient enough to scale to large programs,
yet it is precise enough to yield a relatively low rate of false warnings.

Jayavel Shanmugasundaram. Shanmugasundaram's research focused
on three areas: unifying the management of structured and unstructured
data, peer-to-peer databases, and declarative web application development.

Along with graduate student Chavdar Botev and with Sihem Amer-
Yahia of AT&T Research Labs, he developed a new query language called
TeXQuery, which enables users to seamlessly query XML documents that
contain a mix of structured and unstructured data. TeXQuery has had a
surprisingly rapid and profound influence on the data management industry.
The World Wide Web Consortium (W3C), the body that developed stan-
dards such as HTML and XML, and includes participation for all major data
management vendors, adopted TeXQuery as the precursor to the standard
query language for querying structured and unstructured XML data.

Shanmugasundaram was also involved in the development of the PEP-
PER peer-to-peer database system (joint with Gehrke). Current peer-to-
peer (P2P) systems only support a very simple query interface over data;
most are limited to simple equality lookups or keyword search queries. The
main goal of PEPPER is to support sophisticated queries in a scalable and
fault-tolerant P2P environment. Specifically, a new index structure called
P-Ring has been developed; it can support range queries and XML queries.
One of the interesting aspects of P-Ring is that it can provably guarantee
that a user query will return correct results (under certain failure assump-
tions), even in a dynamic P2P environment where peers may continually
fail, enter, or leave the system. P-Ring was implemented and tested on the
PlanetLab cluster, which consists of more than 300 computers distributed
all over the world.

Finally, Shanmugasundaram joint with Demers, Gehrke, and Ridewald
developed Hilda, a high-level language for developing data-driven web appli-
cations. Developing data-driven web applications is a complex and challeng-
ing task, because the application development interface provided by existing
platforms is often too low-level or does not provide a unified model for the
whole application stack. Hilda addresses the above shortcomings by pro-
viding a high-level language for developing data-driven web applications. A
prototype Hilda compiler, which translates high-level Hilda specifications
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into executable code that runs on a standard 3-tier J2EE application server

architecture, has also been developed.

Fred B. Schneider. Schneider does research both in fault-tolerance and
security, with an eye to implementing systems that are trustworthy. The

work typically has both theoretical and practical components.
Under the auspices of this grant (and jointly with Morrisett and Ph.D.

student Kevin Hamlen), a new characterization was developed for what poli-
cies can be enforced using reference monitors and what policies can be en-
forced by static analysis and by program rewriting. In addition, a com-
putability requirement on reference monitors was shown by the group to
be necessary, but not sufficient, for obtaining a precise characterization of

the class of policies actually realizable by reference monitors. Finally, these
researchers identified a new property, called "benevolence" that provides an

accurate upper bound on the power of reference monitors.
This theory of policy enforcement is embodied in an IRM (inlined ref-

erence monitor) rewriter for the Microsoft CIL that the group developed.
It can perform arbitrary rewriting on that object code. Thus, it provides a
way to retrofit security policies on programs that run on Micosoft operating
systems.

Work in trying to understand how to combine fault-tolerance and secu-
rity requirements, led not only to some interesting theory but also to two

prototypes:

e CODEX (COrnell Data EXchange) is a distributed service for stor-
age and dissemination of secrets. It was designed to be one of the
components in a JBI-like secure publish/subscribe communications
infrastructure, providing the support for storing secret keys used to
encrypt published information objects and ensuring that (only) autho-
rized subscribers retrieve those secret keys. Confidentiality, integrity,
and availability of the secret keys being stored is crucial here; server
failures must be tolerated; and attacks must be thwarted.

* CorSSO is a distributed multi-factor authentication service. It allows
application servers to delegate client identity checking to combina-
tions of authentication servers that reside in separate administrative
domains. CorSSO authentication policies enable the system to toler-
ate expected classes of attacks and failures. A novel partitioning of

the work associated with authentication of principals means that the
system scales well with increases in the numbers of users and services.
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Implementing trustworthy services is not simply a matter of adding se-
curity to a fault-tolerant system. Though server failures are often observed
to be independent, attacks are a different story. An adversary that disrupts

one replica will probably be able to exploit the same vulnerability at other
replicas and disrupt them as well. So, although having 2f + 1 replicas might
tolerate up to f faulty hosts, all hosts (hence all replicas) might succumb
to a single attack. Eliminating software bugs eliminates vulnerabilities that
would impinge on replica independence, but constructing bug-free software
is quite difficult. This led Schneider to explore another means of increasing
replica independence-diversity--and je concentrated on leveraging diver-
sity that can be introduced automatically during compilation, loading, or in
the run-time environment.

Progress here was made on two fronts. First, a characterization was ob-
tained for the defensive power of mechanically-generated diversity. Specif-
ically, a reduction was discovered from defenses created by mechanically-
generated diversity to probabilistic dynamic type-checking. Thus, mechanically-
generated diversity compares to a well-understood defense: strong typing.
Second, revisiting replica-coordination protocols for the firewall prototype
has led to new, practical algorithms.

E. Gun Sirer Sirer's research was centered around the design and imple-
mentation of self-organizing systems. The work focused on settings where
self-organization is critical-ad hoc networks and peer to peer overlays-and
resulted in several prototypes: Magnetos, Meridian, Herbivore, Sextant, and

Credence.
With MagnetOS, Sirer's group built a new operating system for ad hoc

and sensor networks that provides a simple, familiar and energy-efficient
programming model to application developers for these emerging networks.
MagnetOS provides a Java virtual machine abstraction over an entire net-
work, transparently partitioning and moving application components for

energy-efficient execution.
To experiment with MagnetOS, Sirer's group developed a new simulation

technique for high-performance, large-scale simulation of wireless networks.
Called Staged Simulation, this technique is motivated by the observation
that the limits to the scale and performance of current network simula-
tors stem from redundant computations performed during simulation runs.
Staged Simulation utilizes function caching (memoization) to record previ-
ous computations and reuse their results where appropriate.

The Meridian project for wide-area networks demonstrated how clients
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could be routed to the nearest server for a networked service in a cheap,
effective and scalable way. Meridian is a peer-to-peer overlay network for
performing location-aware node and path selection in large-scale distributed
systems. It builds a distributed, failure-resilient overlay graph, maintains
the graph using a gossip protocol, and routes queries to suitable servers
using a multi-hop search where the node at each hop exponentially reduces
the distance to a target within the solution space. Three kinds of queries
have been implemented using Meridian: (1) find the closest (lowest latency)
node to a given target, (2) select the most centrally located node in a given
set, and (3) discover a node within latency bounds of multiple targets.

Sirer's group also examined how to hide the identity of communicating
endpoints in wide-area networks and how to build stateless protocols that
can be used to avoid denial-of-service attacks. The Herbivore project demon-
strated how dining-cryptographer networks, which provide strong anonymity
guarantees but are impractical, can be made scalable and deployed in prac-
tice. Herbivore can support audio-quality flows and hide the identity of
the communicating endpoints even in a network where the adversary can
eavesdrop on every link.

Sirer's Sextant provided a comprehensive framework for determining the
physical location of nodes and events in wireless networks. Determining
the position of nodes without using GPS is a long-open problem, wherein
previous solutions made only partial use of data available from the network
layer. Sextant demonstrated how viewing the problem as a constraint sat-
isfaction problem and aggressively extracting both positive (i.e. related to
where nodes may be located) and negative (i.e. related to where nodes can-
not be located) constraints from the network drastically reduces error. The
Sextant system was deployed on sensor motes as well as laptops and PDAs,
and it has been field-tested both in the Cornell arboretum and indoors in
the lab.

Credence enables a peer to determine the authenticity of online content-
that is, how accurate the purported description of the object matches the
object itself. Participants in the Credence network vote on objects; Credence
collates these votes, and weights them by a novel similarity measure, which
weighs highly votes from like-minded peers while discounting the votes from
peers engaged in vote-spamming. This novel voter-correlation scheme pro-
vides an incentive for peers to vote honestly and mitigates the impact of
dishonest peers.

Credence is the first practical implementation of a peer-to-peer reputa-
tion scheme. Sirer's group implemented Credence on top of the LimeWire
client for the Gnutella network. This client provides a peer-based judgement
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that a given object will possess the properties with which it is labeled and
enables users to evaluate search results for authenticity before download-
ing. Unlike Google's PageRank, the Credence trust metric is individualized

to every participant and is therefore particularly resistant to attacks. In a
6-month study Sirer and his group conducted of the Credence trust graph,

all but the smallest attacks (which were so small that they affected too few
honest peers to be detected) were successfully identified.

2.2 Rome Labs Collaborations

Declarative Distributed Sensor Databases. This task was concerned
with the investigation of a novel programming paradigm for sensor networks:
Give users a declarative query interface to the sensor data, thereby abstract-
ing the physical properties of the network when tasking the sensors. Such
a sensor database system sends event data from source nodes to selected
storage nodes, called view nodes, where the data is collected for further

in-network processing. The research proceeded in two directions:

" Investigation of the problem of in-network compression.

" Development of a prototype system running on Berkeley motes with

a generic architecture into which different compression algorithms can
be inserted.

Results and code for data compression were delivered to a prototype system
developed by Holzhauer's group at Rome Labs; this prototype runs on the

Pasta Nodes developed by ISI.
The project also investigated multi-query optimization for aggregate

queries on sensor networks with development of a set of distributed algo-
rithms for processing multiple queries that incur minimum communication
while observing the computational limitations of the sensor nodes. The al-

gorithms supported incremental changes to the set of active queries and
allow for local repairs to routes in response to node failures. A thorough
experimental analysis showed that this new approach results in significant
energy savings, compared to previous work.

A novel scheduling protocol, Multi-Flow Power Scheduling (MPS), was
also developed to coordinate transmissions of neighboring nodes such that
interference and collision is minimized. MPS delivers data at a higher rate

and consumes less energy as compared to existing approaches. However,

MPS does not scale well to very large networks, due to the global nature of
its scheduling. The scalability issue is addressed by combining MPS with
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an existing algorithm from the literature FPS (Flexible Power Scheduling)
to arrive at a hybrid solution that combines the best of both approaches.
Hybrid Power Scheduling (HPS), achieves the scalability of FPS while still
maintaining the higher data rate and energy efficiency of MPS. These pro-
tocols were implemented in TinyOS, and experiments showed that HPS and
MPS have higher data delivery rates and are more energy efficient, than other
existing approaches.

Pattern and Change Detection in Streaming Data. The objective
of this task was to develop new data mining models and algorithms for
discovering structure in high-speed data streams. This includes abstract
characterization of data types, methods of bit-stream segmentation, charac-
terization of stream behaviors, and detection of possible phase transitions.
The goal was a data mining system that never stops working, that incorpo-
rate new records immediately as they arrive, and that updates current and
constructs new models continuously.

One area of focus was detection of a schema in a stream of records of
unknown structure. A dynamic programming algorithm was developed that
uses Minimum Description Length to decide between different segmentations
in a principled way. The algorithm was implemented and tested on data from
a synthetic data generator developed at Rome Labs.

Novel methods were also developed to construct summary data struc-
tures for online approximate query answers to estimate the sizes of spatial
join queries across two data streams. In contrast to previous approaches, the
techniques developed returned approximate results that come with provable
probabilistic quality guarantees.

Ultimately, the entire task focus evolved into the design, implementation
and evaluation of a stateful publish-subscribe system. The system produced
processed a stream of events represented as XML information objects, and
efficiently matched these against subscriptions that are specified using an
extended version of the XQuery XML query language (the extensions allow
users to specify subscriptions that depend on both the current event as well
as previous events). Performance tests showed that the system could process
an event over 100,000 structurally-similar stateful subscriptions in less than
50 milliseconds using a 933 MHz Pentium 3 Processor with 1GB of main
memory.

The main technical challenge in developing a stateful publish-subscribe
system was scaling up the number of subscriptions while still keeping event
processing time of the order of a few milliseconds. The approach pursued
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was to leverage existing relational database technology due to its impressive
scalability and optimization capabilities. Specifically, techniques were de-
veloped for mapping XML information objects to relational tables so that
state can be maintained efficiently as relations. Techniques were also devel-
oped for mapping stateful XML query subscriptions into relational triggers,
thereby leveraging the sophisticated query optimization capabilities of rela-
tional database systems.

Time-Sparse Pattern-based Intrusion Detection. The goal of this
task was to study the feasibility of building an Indications and Warning
(I&W) system for cyber attacks; the challenge was to fuse and correlate

the vast data store available from existing sensors in intrusion detection
systems, firewalls, system audit logs, and network management systems.
With machine learning and data mining methods, there was a chance that
this challenge could be met.

The first phase of the project used retrospective analysis. Events in
historical logs were correlated manually by human experts who labeled each
event or combination of events as potential threat or not-threat. Machine
learning was then used to find patterns in the data that are predictive of
the threat. Part of the expert-labeled audit log data was held aside to use
as test data to assess the performance of the system at recognizing potential

threats. The data set included 41338 events from two weeks of network audit
logs in 2003 during a period when significant potential threats to the network
had been observed. The data appeared in two formats: single events and

aggregations of events. Decision trees were selected to analyze the data. The
decision trees were trained on subsamples of the data set and then evaluated
on samples of the data held aside for testing. Care was taken not to allow
events correlated with one potential attack to span both the training and
test sets.

The performance of models trained using the best attributes ranged from
90% accuracy to 99% accuracy, depending on exactly which attributes were
used and how the models were trained. This was significantly better than
would be anticipated for this problem. But examination of the results sug-
gested that the human experts who labeled the data used the same attributes
available in the data as did the machine learning algorithms. Machine learn-
ing was thus able to learn rules similar to the rules the experts used to label

the data. So if the expert-labeling is adequate, then it might be feasible
to develop a pattern-recognition network intrusion I&W system; but if the
expert labeling is incomplete, then an expert system trained on the current
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data would not be effective.
The second phase of the project involved two intrusion detection data

sets from Lincoln Labs. The first ID data set (LL1) focussed on detect-
ing repeat attacks. The 2nd ID data set (LL2) focussed on novel attacks.

Supervised machine learning was applied to LL1 using bagged probabilistic
decision trees. Interesting results were obtained, as follows:

* probabilistic decision trees significantly outperformed traditional de-

cision trees.

" bagging the probabilistic trees yielded substantial improvements in
performance.

" a few individual trees generated for the bagged ensemble performed
as well as the full ensemble, which has important implications for the
ability to understand and verify the learned models.

A new clustering method developed for anomaly detection was applied
to LL2 and these results were obtained:

" better performance at the low false positives end of the spectrum is
obtained using methods that have poor performance for middle and
high false positives, suggesting that it is critical to develop methods
and metrics that are effective in the all-important low false positives
regime.

* a feature representation reported in the literature to be effective on
this problem does yield significant improvements in performance, but
hurts performance if low false positives are needed.

" the ensemble clustering method we developed proved more effective at
detecting novel kinds of attacks than we expected.

A new method was then developed for compressing complex, slow learned
models into smaller, faster models that have comparable accuracy. The ap-

proach was to train the accurate but complex model first and then to use
this model to provide pseudo-labels for a large synthetic data set, which is
then used to train a new, much more compact, model. Experiments indi-
cated that such "mimic models" could be more than 1000 times smaller and

faster than the models they emulate, still with negligible loss in predictive
accuracy. An additional order of magnitude improvement in execution time
and memory footprint was achieved at a small loss in predictive accuracy.
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Survivable Publish/Subscribe Architectures. This effort centered on
developing proofs-of-concept for scalable publish-subscribe technologies aimed
at the JBI system and other large-scale military information architectures.
The team built a mock-up a Mercury-like system in which Astrolabe, Pbcast
and Kelips were combined in support of the JBI publish-subscribe API, in-
cluding all aspects of the emerging JBI security architecture. The prototype
was used for detailed experimental studies and scenario evaluations needed
to build confidence that scalability could be supported using this technology.

The task also explored the QoS space as it applied to publish-subscribe
in GIG/JBI scenarios. Necessary QoS dimensions were identified, options
for achieving such properties over existing publish-subscribe technologies
were explored and architectures that could go beyond the limits of existing
products were investigated.

Characterizing the End-to-End Quality of Service Behavior of Net-
worked Information Systems. The objective of this task was to give a
precise characterization for the end-to-end QoS behavior of networked sys-
tems and to verify critical QoS properties in a theorem proving environment.

A formal language was developed for specifying QoS properties of indi-
vidual network components, the structure of a network and its effect on the
QoS behavior of events, and requirements on the end-to-end QoS behavior of
networked systems. The language is based on a logic of events, which in turn
is embedded into the logical language of Cornell's Nuprl theorem proving
environment. This formalizes the Lawrence QoS model and supports formal
reasoning about the QoS of sets of executions with respect to the three basic
measures: timeliness, accuracy, and precision. Example specifications of a
QoS-aware router network were constructed using the language.

The collaboration also developed a strategy for formal reasoning about
the QoS properties of (sets of events) between two arbitrary nodes in the
network. The strategy determines the range of timeliness, accuracy, and
precision that can be expected when events pass between these nodes. It
can be used to determine whether a networked system satisfies a given set
of the end-to-end QoS requirements. It can also be used to analyze the QoS
behavior of specific network fragments.

To support compositional reasoning, formal composition theorems were
stated and proved. These theorems uniformly describe the QoS effects of
composing adjacent QoS-aware nodes or of adding a new node to a net-
work with known QoS properties; proving the theorems (statically) with
the Nuprl theorem proving environment reduces the computational burden
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of (dynamically) analyzing the QoS behavior of a given network.

Multi-query Optimization for Scalable Publish-Subscribe Systems.
With JBI, a new data object (or event) has to be matched against a large
set of existing subscriber queries or predicates. Optimizing and indexing
predicates is far more complex than indexing data objects, but at the same
time, the JBI needs to scale to a large number of queries.

To address this need, a novel event-workload aware data structure called
the RPH-tree was developed in collaboration with AFRL researchers. The
RPH-tree data structure is implemented in C++. Experiments demon-
strated that it is capable of processing over 1000 events per second for
over 500,000 subscription queries using a 2.7GHz Pentium processor with
1GB of main memory. For skewed workloads, RPH-trees outperform ex-
isting approaches by more than an order of magnitude. Three components
were then transitioned into an AFRL codebase: (1) A synthetic subscrip-
tion generator, (2) a synthetic event generator, and (3) a scalable adaptive
publish/subscribe engine based on RPH-trces.

Logic-based Security Policy Enforcement for Networked Services.
This task investigated technologies for constructing secure web services. It
introduced the WebGuard architecture whereby the security policy for a web
service is specified separately from the service logic. A security enforcement
tool parses the policy as well as the service implementation and automat-
ically generates a secure service implementation with the requisite checks
embedded on all code paths. A separate, abstract security policy specifica-
tion enables enforcement to be performed in a systematic fashion through
an inlined reference monitor, and this simplifies security enforcement by
reducing the size of the trusted computing base.

A concrete implementation of the WebGuard architecture was completed
for commonly-used web service platforms. This was achieved by imple-
menting a parameterized platform specification, and it supports platform
descriptions for .NET on Microsoft IIS, Tcl on AOLServer, and PHP on
Apache. Performance experiments measured overheads within 1 to 2% of
handcrafted, manually-secured web services.

Encryption-based Authorization for Publish/Subscribe Architec-
tures. Military as well as enterprise applications increasingly are turning
to networked infrastructures that allow publishers to disseminate confiden-
tial information to authorized subscribers. This task was concerned with de-
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veloping cryptographic protocols to support publication services and their
clients. Each publication service was assumed to have a a public/private
key pair, where the private key is shared and proactively refreshed period-
ically. Articles being stored on the publication service are encrypted using
this public key. Clients encrypt articles and submit them to the publication
service. The publication service, in turn, forwards these articles to its client
and to other publication servers.

The development of a new distributed blinding protocol provided the
basis for a distributed service to generate a blinding factor as well as two
ciphertexts of the blinding factor-one for blinding and the other for un-
blinding. This is input for a re-encryption protocol in which data that
has been encrypted under one key is transformed to being encrypted under
another key but without ever appearing in an unencrypted form at any
server. (Blinded data does appear in unencrypted form.)

A prototype distributed service was also built to store keys written by au-
thorized distributors and make them available to authorized recipients, while
preventing unauthorized principals from learning or altering these keys. This

COrnell Data Exchange (CODEX) system employs the same basic "make
only weak-assumptions" design philosophy that was implemented in COCA.
No assumptions about message delivery-delays or execution speed are made,
and compromised servers are presumed capable of arbitrarily malicious be-
havior.

Firebreak IP DDoS Protection. The only effective way to defend against
distributed denial of service (DDoS) attacks is to filter out bad packets near
the sources of the attack. But to implement this, many or most routers
would have to be upgraded--an expensive (hence unrealistic) proposition.
Therefore, this task explored an alternative, called Firebreak, that avoids
the need for these upgrades by exploiting a mode of IP routing called IP
anycast. Firebreaks work by forcing a level of indirection at the IP layer.
Sources can reach a destination only by addressing packets to the Firebreak
IP anycast address that represents the destination. This causes packets to
be intercepted by firewall-like boxes (Firebreaks) near the source. The Fire-
breaks can then redirect the packets to the destination. If the destination
determines that it is under attack, it can direct the appropriate Firebreaks
to take defensive measures, thus protecting itself.

The three components of the firebreak system were designed and built:
(1) the firebreak box deployed near the sources, (2) the DDoS detection
monitor deployed at the destination, and (3) the anycast proxies needed
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to deploy IP anycast. These components were deployed on an existing

IP anycast deployment, and performance was measured. The experiments
were conducted using 150 PlanetLab nodes, 250 traceroute servers, and over
30,000 DNS servers. Affinity (the ability for IP routing to select the same
IP anycast destination over time) was found to be quite good, reversing a
decade-long held assumption to the contrary. In addition, the experiments
showed that IP routing selects poor paths in terms of latency.

High-Performance, Attack-Resilient, Load-Balancing Distributed

Hash Tables. Distributed denial of service attacks on web sites are partic-
ularly hard to guard against, especially when mounted with large numbers
of compromised hosts. Peer-to-peer, server-less systems make it possible to
avoid this vulnerability in the first place. But the performance of existing
peer-to-peer systems makes them unsuitable for critical, low-latency applica-
tions, and past attempts to use structured peer-to-peer systems for latency-
sensitive applications, including DNS and the Web, have failed. Therefore,
this task explored the feasibility of developing high-performance, adaptive,
and scalable peer-to-peer systems.

The first system built, called Beehive, was designed to resist massive
denial of service attacks. The system used proactive caching and replica-
tion to achieve 0(1) lookup latency in peer-to-peer distributed hash tables.
Using an analytical model that yields a closed form solution, it achieves a
targeted level of performance with a minimum number of object replicas
for ubiquitous Zipf-like query distributions. The Beehive approach enabled
development of a replacement for legacy DNS, called CoDoNs.

The original Beehive approach was then extended by relaxing the as-
sumptions that objects were all the same size, were not updated frequently,
and requests followed a strict Zipf distribution. And the development of
Honeycomb was undertaken. It is a self-organizing system that can serve as
a foundation for other applications, such as web caches, publish-subscribe
systems, distributed systems, and other similar services that operate by re-
sponding to queries. Honeycomb provides strong performance guarantees
to applications, similar to Beehive, by optimally solving resource tradeoffs
between bandwidth and performance. But whereas the Beehive approach
relied on an analytical solution, Honeycomb uses a numerical solution to find
the extent of replication and placement for each object. This technique en-

ables Honeycomb to support objects of widely differing sizes, update rates,
and non-Zipf query distributions.

Web traces were collected and the core result behind Honeycomb was
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proved. A web cache called CobWeb based on the core Honeycomb installa-
tion was built and deployed. It was a success-CobWeb was receiving 45000
queries per day, and was used to shield popular websites (or data sources)
from collapsing under load.

Finally, an effort was undertaken to measure the only widely deployed
pub-sub system, RSS, and then to build a new system, based on an extension
of Honeycomb, that supplants RSS and delivers updates to clients faster
without additional load on servers. The measurement study spanned several
months and involved more than a hundred users as well as more than 100,000
data channels. This study found that most aspects of a pub-sub system
follow Zipf popularity distributions, indicating that Beehive-like techniques
are well-suited to the problem domain. Further, it extracted parameters
that could be used to build realistic pub-sub benchmarks.

On the system-building front, the Honeycomb framework was extended
to perform intelligent resource allocation when nodes are monitoring a set of
data sources. By judiciously deciding which data channels should be polled
how often, Honeycomb is able to significantly reduce update latencies per-
ceived by clients. A prototype of Honeycomb, called Corona, was deployed
on Planetlab, and it quickly built up a user community of 300+ people who
used it to monitor blogs and online news sources. An evaluation showed that
Corona was able to reduce the average update latency from 30 minutes to 45
seconds, without incurring any additional load on the network. This unique
application of self-organizing, peer-to-peer systems enables more efficient
monitoring of online data sources.

Minimally Invasive Network Monitoring. This task addressed the
problem of learning the topology of a network, or inferring its status, using
minimally invasive methods. Two lines of investigation produced interesting

results.
A new method was developed for topology discovery under a model of

communication in which nodes broadcast to neighbors within range; the
method can be initiated by an arbitrary "root" node in the network, and

this method has the property that every node is the source of at most three

broadcasts. Essentially, the method operates using an initial "outward"
pass in which each node, upon first being contacted, performs a broadcast

to awaken undiscovered neighbors; this is followed by an "inward" pass, in
which a node waits to hear from all its newly-discovered neighbors before
passing its own information back toward the root. Simulations showed the
method significantly more communication-efficient than more naive flooding
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schemes.
Second, work was undertaken to use random geometric graphs for rea-

soning about wireless networks. For many of the primary applications of
wireless networks, the underlying environment has a large number of obsta-
cles and communication can only take place among nodes when they are
close in space and when they have line-of-sight access to one another. In
such domains, the standard model of random geometric graphs is not a

good approximation of the true constraints, since it is not designed to cap-
ture the line-of-sight restrictions. This led to a new random-graph model,

incorporating both range limitations and line-of-sight constraints. Asymp-
totically tight results for k-connectivity were proved in this model. Further,
this task showed that when the probability of node placement is a constant
factor larger than the threshold for connectivity, then near-shortest paths
between pairs of nodes can be found, with high probability, by an algorithm
using only local information. In addition to analyzing connectivity and k-

connectivity, the emergence of a giant component was studied, as was an
approximation question, in which one seeks to connect a set of given nodes
in such an environment by adding a small set of additional "relay" nodes.

End-middle-end Internetworking. The IP-centric end-to-end model of

Internetworking has, in some ways, been an astonishing success. But the
Internet and its requirements have grown to the point where the end-to-end
IP address model of identifying end-points and applications is no longer ade-
quate. To address the problems, this mini-task developed an end-middle-end

approach to connection establishment that exploits another layer of indirec-
tion: the name. Of course names exist today, but they are not integrated

into the network layer. The use of a rich name-based off-path signaling pro-

tocol allows hosts and middleboxes (i.e. firewalls) to negotiate policy, and

the coupling of this off-path signaling with a light-weight in-path signaling
protocol to establish connections.

The vision was implemented as a set of protocols, collectively called

NUTSS. The system was deployed and was shown able to connect through
firewalls with name-based policy rules, to negotiate the transport and en-

cryption protocols, and to change IP addresses while maintaining a TCP
connection. A culmination of the effort was establishment of an IRTF (In-
ternet Research Task Force) research group to study the end-middle-end
approach in a wider and more public context, with expectations that the
effort will lead to standardization.
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Integrating Structured and Unstructured Data. XQuery 1.0 and
XPath 2.0 Full-text (XQFT) have been recently developed and proposed
for extending XQuery and XPath with full-text search. While there have
been many previous proposals to integrate XML queries and full-text search,
an interesting aspect of XQFT is that it integrates full-text search with
a full-function XML query language (XQuery). Consequently, it presents
new challenges and opportunities for integrating sophisticated queries with
fulltext search. The focus of this task was on development of a system
called Quark, which addresses two such challenges: (1) performing keyword
search over XML views, and (2) scoring arbitrarily complex combinations
of XQuery and XQFT queries.

Documents in Quark are processed as followed. When an XML docu-
ment is loaded into the system, it is processed by the Document Loader.
The Document Loader first assigns unique Dewey IDs to the nodes of the
document (a Dewey ID is a hierarchical numbering scheme where the ID of
the node contains the ID of its parent node as a prefix). The document is
then stored/indexed in three different formats: a compressed binary format
in the Filesystem Storage, a Structure+Value Based Index (SVBI), and a
Structure Based Inverted List Index (SBILI). Quark also supports keyword
search over views, and it permits the integration of new scoring function for
queries over structured and unstructured data. Version 1.0 of the system
has now been released as open-source for deployment within the Air Force.

The other issue investigated was XML functional dependencies (XFDs)
since they are prevalent in most XML data; they are important to areas such
as key analysis, document normalization, and data integrity. XFDs are more
complicated than relational functional dependencies because the set of XFDs
satisfied by an XML document depends not only on the document values but
also the tree structure and corresponding DTD. In particular, constraints
imposed by DTDs may alter the implications from a base set of XFDs and
may even be inconsistent with a set of XFDs. The interaction between XFDs
and DTDs was examined and a sound and complete axiomatization for XFDs
was investigated, both alone and in the presence of certain classes of DTDs.
These DTD classes form an axiomatic hierarchy, with the axioms at each
level being a proper superset of the previous. Furthermore, consistency
checking with respect to a set of XFDs was shown feasible for these same
classes.
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